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CHAPTER 9

A DISCUSSION: TWO AUTHORS, TWO DIFFERENT VIEWS?



When we decided in 1991 to write this book together, we agreed that its last chapter should be devoted to a discussion of our differences of opinion. We would try to clarify these in a dialogue showing the reader how we agreed to disagree on certain fundamental issues related to our work. Curiously, however, over those four years these supposed controversial issues have never been specified clearly. Nor were there, in our few and scattered meetings in person, any recurring difficulties in joint decision-making due to underlying disagreements on matters of principle. We just cooperated; and this went very well.



Consequently, anno 1995, when the consecutive drafts of this last chapter began shuttling across the Ocean, our initial ideas on the nature of our disagreements were vague. It was not even quite certain whether there had been any. Another possibility was that they had existed but faded away over the years. In any case, there had been no time for debates on principal disagreements, and obviously no need either. This explains why the following discussion amounts to a search for issues of disagreement in which we try to challenge one another—with, as a matter of course, a happy ending.

AdG
Before getting to my candidates for disagreement I would like, if you do not mind, to say a few personal words about the beginning of this remarkably smooth collaboration.



It happened in 1991 at Groningen, during what can be called an exit talk: within an hour or so you had to leave for America again. This was after a week in which we had not seen much of one another because you had been busy reading through my old files of experimental results and analyses. That same morning you had also read the drafts of five chapters written some twenty years ago. Then in a pause in our shop talk on contents, you said, “I would like to finish that book with my own stuff . . . if you don’t want to do it yourself,” or something equally sober. It took me some time to get over my surprise. But then I began to realize that I could not have wished for a more welcome proposition. Knowing that I could not do it any more myself, I realized that this cooperation would enable me to get rid of the frustration of a halfway completed task. Moreover it would relieve my conscience by delivering a product that ultimately would justify a grant I had received 28 years ago!



We spent the remaining quarter of an hour in a discussion of the possible contents and structure of the book—in case the joint enterprise would succeed. Clearly, my motivation to make it succeed, cooperating with you by revising my chapters and commenting on yours, could not have been stronger. About your motivation, effort, and competence I have nothing to say but praise, and, Thank you, Fernand.

FG
Thanks for the compliment. I am grateful to you for having accepted me as co-author! Actually, it took a while for me to get used to this idea of writing a book together with such a historical figure as you. As you can imagine, your “Thought and Choice in Chess,” one of the first books I read in my psychology studies, had a strong impact on me. I am also glad that the collaboration went very smoothly, in spite of the various possible impediments mentioned in the preface. But how about your expected issues of disagreement?

AdG
Well, you came to me from Carnegie Mellon, where you were influenced by the information processing approach, and that of Herbert Simon in particular. I admire his oeuvre, and I respect his work on chess; our views of science and ideas about human cognition have much in common, but we also have a few unsolved disagreements. As you are likely to share many of his beliefs, you will not be surprised that many of my issues are related to these disagreements.



In his book with Ericsson, on protocol analysis, Simon argued for “thinking aloud”—with rules for employing protocol statements I find too restrictive, for that matter—but against retrospection. I used it (calling it “introspection”—a synonym in my language), Jongman used it; and you knew that when you proposed to make this book together. Despite the latter fact, I surmise that you and I might have different opinions about its value and best possible treatment.



Another possibly unsolved disagreement is about the meaning and importance of intuitive processing. In our book this is hardly discussed, but it plays an implicit part in mental activities such as “understanding,” “integrating,” and also, for instance, “evaluating” a position. As you know I have strong opinions about both issues, which go not solely against those of Simon but rather and even more so against what still is the “conventional wisdom,” in particular in American psychology. Perhaps you share some of the arguments for rejecting or for restricting my positive views.



Finally, I do not reject computer simulation of cognitive processes, but I suppose that my conception of the limits of its scientific usefulness is narrower than yours.



All this has to do with the question: After this, what to do next? What kinds of research are likely to be most fertile in cognitive psychology generally, and in the study of expertise and/or in chess research in particular?



But now, how about your issues?

FG
You have mentioned three highly general methodological issues. OK. I would like to add a few issues nearer to what we have done, and asserted, in our book, that is, on the psychology of chess perception and memory. One such subject is that of the value of eye fixations, as a check and as an explanatory aid in interpreting the subject’s own retrospection report of his eye walk. And of course what eye fixations are worth in predicting what is recalled. I have additional points, but these can be connected to what we have already done. In any case I propose to begin with some nearby issue, such as this one. Generalization will come naturally, I presume.

AdG
The first issue then is that of the correspondence of the sequence of fixations in eye movement (EM) patterns with statements of subjects about their eye walk round the board. I suppose that we agree that this correspondence varies strongly over protocols. Your analysis in the second part of Chapter 7 is convincing. I expect that we also agree on the possibility of improving this correspondence somewhat by taking into account the ambiguity of the words by which subjects render what they remember about the sequence. If for instance the EM-pattern does not confirm that the subject really “looked first at” something or “saw it immediately,” such a finding refutes these statements when taken at face value. But if it is realized that “seeing something first” or “immediately” may be used in the sense of “striking the attention first,” then in quite some cases a reasonable correspondence can be found. So far, so good, I suppose. But my question is when such an alternative interpretation ad hoc of protocol statements is methodologically allowed, and when not.



The same question of interpreting ambiguities in the protocol text may arise with regard to other words. For instance: Subject M7 reports after a few trials on the next one: “I begin to learn it now; if some part did not strike my attention I assume that things stood normal there.” Taken at its face value this would mean that M7 has learned from previous trials a new recipe on how to convert what he has or has not encoded into a reproduction likely to be correct. But, he did this in previous trials as well! Moreover, a few other subjects could be shown to do the same. Therefore, the word it in “I begin to learn it” is unlikely to refer to a new mental habit; it rather refers to M7’s becoming aware of how he, apparently, is and has been doing it. He reports on a retrospectively detected, automatized mental “method” of his own—in line with the kind of information the experimenter is hoping for: How do you do, mentally, this sort of thing? This reading corresponds with the old, basic idea of a good systematic retrospection session: two experts, one in psychology and preferably in the domain in question, the other in his own way of thinking, cooperate in trying to find out how the latter’s mental mechanisms work.



I wonder whether you agree or disagree with such interpretations. Or, if you find them admissible in some cases, what your criteria are. I tend to maximize understandability of a passage in the context of the whole protocol, agreed upon in a collaboration of these two experts on equal footing, but also checked against what is found in other protocols. This might go too far for you. Does it?

FG
The critical question is definitely when to use such ad hoc interpretations. Your criteria may be justified at the stage of theory formation, but more is required at the stage of theory testing. Even then some latitude in coding ambiguous words or phrases may be allowed, but a certain consistency must be maintained. A few objective rules are needed to carry out this kind of analysis. Objectivity easily gets lost, and therewith the credibility of conclusions. One possible approach would be to validate rules of analysis by trying them out on a subset of the protocols, and then to apply and test these objective rules in another subset. Another approach is of course that of working with several judges who interpret independently the same set of protocols. Inter-judge reliability can be used as an estimate of the objectivity of encoding rules.

AdG
I know these procedures, and I agree that they are particularly important in the context of justification: verification, testing of hypotheses. I should have added to my question that I was referring to the stage of theory formation—as in our Chapter 4. I am concerned with what often goes wrong there. Namely, constructing hypotheses and models that are premature or simplistic because subjects have been interrogated not at all or only superficially; or because their self-reports are not interpreted as an understandable whole but are prematurely considered as a series of behavioral data, each of which must be objectified and made measurable, stripped from anything possibly subjective or ambiguous.

FG
I support your first point, the idea of interviewing subjects more than is done currently in experimental psychology. But I have doubts about the generality of your second point—the use of systematic retrospection sessions. I think that we should be aware of some difficulties, in particular in tasks closely related to perceptual and memory processes, which are known to be highly automatized, or in tasks remote from conscious problem-solving strategies, such as problems of “insight.” Such tasks are typically difficult for subjects to report on, in particular when the stimulus is complex and the duration short (as the five seconds of our experiments). It could be that the ambiguities, as well as the gaps, in the subjects’ reports simply reflects their ignorance about their mental processes. I also think that the way subjects are questioned in retrospective protocols has to be carefully prepared and standardized to a certain extent. It is of course necessary to control for bias in questioning and for expectations, both from experimenter and subject.



We should also not forget that statements in retrospective protocols can be clearly unreliable, as was shown in Chapter 7 in our analyses comparing the EM-pattern and the retrospective protocols (in particular the analysis about the fixation of salient pieces). Subjects tend sometimes to rationalize their account. If possible, one should attempt to correlate subjects’ report with other behavioral data—such as eye fixations.



In any case, however, asking subjects about what they have done is such an inexpensive and potentially informative technique that it is silly not to use it. I suppose that you are more optimistic than I am about the yield of this technique in short-duration, highly perceptual tasks, but we agree that it should be tried. But let us get back later to retrospection and introspection.



I would like to raise another topical point about eye movements, namely whether they do predict recall. From the analyses in Chapter 7, I conclude that eye fixations do not predict what is recalled. I find that surprising and rather paradoxical. Masters seem to focus on what is abnormal but then to recall what is normal.

AdG
I suppose you do not mean to imply that they do not recall at all what is abnormal?

FG
No. My main point is actually a different one. Masters successfully reconstruct part of the board they have spend little time on, and commit quite a few mistakes on the abnormal, and therefore interesting, parts of the board. Often, they had spent quite a lot of time looking there during the five-second presentation.  It could be that the only important thing is to cover enough of the board in order to give knowledge a chance to come to the fore. The exact way and timing in which eye movements are carried out may not be crucial, once a schema from semantic long-term memory has been recognized. As we know from experiments with brief presentation times, this recognition of schema may occur very early, even after a one-second exposure.

AdG
On this early recognition phenomenon I do not know the evidence as well as you do, but I have no reason to disagree; it is fully compatible with my view of the process. But I would like to get back first to where you started. I find your statement that eye fixations do not predict what is recalled too general. EM-diagrams of Weaker players and Masters can be discriminated very well. This implies predicting recall achievement. Within the Masters’ group, however, this does not work.



I wonder, for that matter, whether a categorical difference would be found with a control group consisting of Experts. My prediction would be that it is as hard to find structural differences in EM-patterns as it has proved to be with structural differences between Masters and Experts in thinking-aloud protocols of thought processes.

FG
I subscribe to that. The difference in skill between Masters and Experts is probably too small. That W-players’ EM-diagrams can be discriminated very well from those of M-players is in part due to the fact that Masters covered peripherally almost hundred percent of the board, whereas W-subjects tended to concentrate on some part of it only—in order to remember the locations of at least a few pieces. Obviously, Masters are able to assimilate much more chess-specific information within five seconds.



Again, my assertion is that for a Master, if he has seen most of the board, focally or peripherally, the detail of what has been seen focally is irrelevant in predicting recall. The routing of the eye walk does not matter.

AdG
Totally irrelevant? I do not buy this as yet. I would not exclude, for instance, that working with introspectively gifted subjects—in our detailed analyses in Chapter 7 we did come across systematic differences between subjects, didn’t we?—might provide cues for better structure criteria in analyzing EM-diagrams; criteria that could distinguish more from less successful routings, even among Masters.

FG
Still, the fact that within the M-group so little is predicted by eye fixations is interesting. I propose three possible, probably interwoven explanations: (a) the registration was less adequate than we thought; (b) M-Ss massively used first-order location probabilities, in particular for the region of the King’s castle; (c) they also derived many locations from the typical position they had retrieved.



One way to study this question is to look in more details at eye movements with very short presentation times, say one second or below, or to limit the number of fixations to one or two. In a study with Herbert Simon, we have shown that grandmasters can remember as much as 85% of the pieces with a one-second presentation time. Unfortunately, we did not record eye movements. Registration of the earlier fixations could shed important light on the relation between perception and memory. It could also clarify the question of the connection between the various pieces of information mentioned by Masters.

AdG
Before getting into the latter, most interesting point, I would like to say a word about your three explanations. Explanation (a) cannot be totally ignored, but I do not believe that a more precise registration would solve much of the problem. The importance of “methods” (b) and (c) has been shown convincingly in Chapters 4 and 7, but using them as explanations raises questions on the nature and origin of “first-order location probabilities” and of “the typical position retrieved.”



The idea of “encodings of the order zero” was introduced by Jongman as a description of cases where the Subject, on finding out that the location of some chessman or group of men is “normal,” apparently does not encode it explicitly. The decoding rule then is: “If some part—for instance a castled position—did not draw my attention, I assume that things stood normal there.” This does not mean: “normal” according to statistical, first-order location probabilities within a certain collection of positions (e.g., positions form master games after Black’s twentieth move). That would mean that there is only one such “normal” situation. In fact, there are several “normal” locations or configurations; e.g., a castled position with or without a fianchettoed Bishop, with or without a Rook still at f1, with or without a Pawn at f2, with or without an extra Pawn at e3. The qualification “normal,” therefore, does not suffice as a key for correct reproduction. Given the fact that most of the “non-encoded” castled positions were reproduced correctly, it follows that either such a zero-coding itself carries extra information, or that being “normal” suffices since it means “normal in this typical position.” In the latter case, method (c) helps in specifying the non-code “normal” (b). Both cases appear to occur now and then.



But then, in the first case: Where does this extra information come from? And in the second case: What does it mean that a position is one of a certain “type”—recognized at the early stage where some zero-codings appear to be used? This requires a fourth explanation. My proposal, mentioned at the end of Chapter 4, is: (d) from a “landscape” view of a position, possibly the very first impression, although not encoded, something retrievable remains—in spite of the Subjects’ reports of the “rapid decay of the visual image” (in 4.1.1).



This hypothesis can be tested by the kind of experiments you recommend, with very short exposure times. If this visual help is real in determining “normality,” in recognizing a vague “type” or “schema,” and at a later stage also in integrating a position, then it should be possible, for Masters, to occasionally reproduce a position after an exposure of much less than a second—short enough to prevent eye movements from playing a part. I think this is worth being tested—if it has not been done yet. What is your opinion on this additional explanation (d)?

FG
Two short comments: first, about zero-coding; second, about landscape viewing. About zero-coding: the idea fits nicely with the idea of default values in a schema or in a template, a concept proposed in the previous chapter. More about that later.



Now, the idea of landscape view. It seems that our views about subjects’ “first impressions” diverge somewhat. You propose that subjects use a landscape view of the position, while I would propose that after one or two fixations, strong subjects know enough of the position to access some schematic representation in long-term memory, even if only a part of the position has been seen (less than thirty squares may be sufficient, if central squares are included). Both explanations may be true in different situations: yours in the case where a player looks at a position from above and from relatively far away, for example, a player looking at other positions during a tournament; mine in the case where subjects look closely at the board and start their fixations around the center of the board, as is the case in the experiment reported in Chapter 6 and 7. And both explanations emphasize a same aspect of chessplayers’ memory: that there is a lasting overall representation of the position, which does not get “brushed away” with the intake of new information.



Experiments with very short presentation times could indeed settle this kind of question. They could also contribute to clarifying the way in which the various pieces of information—in part perceptual, in part mnemonic—are connected. When one reads the retrospective protocols, it is striking that chess Masters use a very redundant encoding of the position: schema, (smaller) clichés, visual images, verbal encoding (in particular for exceptions, such as Rooks), dynamic aspects and static elements.

AdG
Could you explain in a few words what you mean by “in particular for exceptions, such as Rooks”?

FG
I was referring to departures from normal locations, these being defined either as locations with high first-order probability, such as a Rook on a1, or as common locations, given a typical position (for example, given a minority attack in the Queen’s Gambit Declined Defense, it is plausible to expect a Rook on the square b1). Analysis of protocols and of errors during recall show that Masters have a lot of trouble with Rooks. It could be that their schema do not say anything about Rooks, or that they had just time to encode that a Rook was not located on a normal square but no time to encode its precise location. To circumvent this difficulty with Rooks, some subjects deliberately notice verbally the Rook’s location, as a help to memorization.

AdG
This use of different, non-connectible encoding categories is a highly interesting point. I agree with that. It corresponds in part with the different search and reproduction methods listed in Chapter 4. But can this be called “redundant” encoding? That means more than logically necessary. But given the vagueness and non-connectibility of those diverse inputs, we often do not know what is necessary in human processing. All those heterogeneous “intakes”—to use Jongman’s term—carry incomplete information. In our borderline-difficult experiments most subjects do not produce error-free reproductions, and it is not certain that a correct reproduction of the position could be derived logically from the differently encoded intakes as reported by the subject. That any of these elements would be logically superfluous cannot be presupposed.

FG
I think that “redundant” encoding is an appropriate label, at least in some cases. For example, a single piece may belong to different categories mentioned by the subject in the protocol. The subject may mention (a) that the position is a Sicilian defense, variation Scheveningen, and (b) that the Pawn d6 is attacked twice when defended twice. This is redundant in that either of the two chunks of information would be enough to retrieve that a Black pawn is located on d6. This is of course highly useful; the two characteristics of the position are linked together by the common element, Pawn d6, and its double determination counters forgetting. In terms of information theory, redundancy increases the likelihood of transmitting a message in a noisy channel. In our recall experiment, noise may be caused by decay in the memory traces or even by their loss.

AdG
Your example shows perfectly that redundancy does occur, and your explanation that it is useful. OK. But what I wanted to say is that (the degree of) redundancy cannot be determined if the content of the whole “message” is uncertain; and this is so whenever the subject’s knowledge of the position proves to be incomplete and the various intakes reported do not connect logically. But let me rather emphasize another aspect. I am particularly struck not by the amount of redundancy in the messages reported by the Masters, but much more by the diversity of their elements. In many cases, an (almost) correct reproduction is patently underdetermined by, possibly—I pick the elements from your list—a lacunal and fuzzy schema, a few smaller clichés, vague visual images, one or more verbal encodings, and one or more chess-dynamic and -static observations. How does the subject manage to combine, to integrate these various elements—on which by no means a logical construction of the position could be based—into an (almost) correct reproduction?



In certain modern memory models different stores are assumed to exist for certain different kinds of information, say, visual versus abstract-structural versus verbal. In other theories different levels of processing are assumed. These assumptions do not exactly simplify our problem. But regardless of models there remains the question of how a subject succeeds in combining those disjunct pieces of information into one reproduced whole. In some cases this is done, at least in part, by explicit reasoning in the reproduction phase, by taking a few elements into account and deriving features of the position from their combination. That is rational reconstructing, rational problem-solving. But mostly the combining is achieved by procedures that cannot be traced in the protocols nor fully explained by the subject. One can say that this is “short-cut” reasoning, largely “automatized,” or one can describe the process as “holistic,” but our ignorance about these processes cannot thereby be hidden.



On this detailed phenomenon of our study, your prediction that generalization will come naturally appears to be true; this induces me to propose a discussion on “integration” as a neat example of intuition, and/or, on the limits of computer simulation.

FG
One thing at a time, I propose. Let us start with the question of how the human cognitive system combines disjunct pieces of information.



Chase and Simon’s model was weak on this point, as chunks were supposed to be held as a list in short-term memory, without much connection between them. But I think that the idea of template or schema, which I have developed in Chapter 5, may offer a possible (partial) explanation. Templates are LTM structures with slots where values can rapidly be encoded. Slots may contain different types of attributes: type of piece, location, chunks, tactical threats, and so on... The idea is that these structures, which have been learned slowly over time with practice and study of the game, allow a rapid integration of the information. They also provide the player with additional information about aspects of the position not perceived during its short presentation. When, during recall, a template is accessed, it may be hard to differentiate between what has been seen during the five-second presentation, and what was encoded before. This leads to the many confusions present in the protocols. For example, as seen in Chapter 7, M9-H replaced the Black Pawns on the Queen side on a6, b5, c6, instead of a7, b7, c6, their correct location. The erroneous locations are more plausible than the correct ones, given the opening that M9-H had identified (a Ruy Lopez).



Templates also allow subjects to access rapidly a wealth of information. In the extreme case, when a sufficiently differentiated template is accessed, the problem of finding a strong move is readily solved. The concept of template may thus offer an explanation to why subjects like Euwe, as you mentioned in “Thought and Choice in Chess,” are as far in the understanding of a position after five seconds as weaker subjects after fifteen minutes.



Moreover, templates are consistent with the concept of redundancy, as several slots may store similar information. Since each piece of information plays a different role, this multiple storage is not superfluous. For example, a pattern made by a Rook on “a1” and a Rook on “e1” may both be encoded into a slot whose attribute is “chunk” and a slot whose attribute is “relation of defense.” Templates then permit both encoding information rapidly and literally combining it into a whole. Although there are probably other mechanisms for combining information in tasks that last longer than a few seconds, it seems to me that the template idea is a serious candidate for short-duration tasks. Note finally that the representation of the position has to be constructed—through the information gathered by eye-movements—and is not just picked up from the environment, as the term holistic would suggest.



The type of structure I have proposed allows thus rapid, integrative and non-deliberate encoding.



This brings us to your next topic, intuition. I know that you have a theoretical conception of it, and a definition that should undo the confusing ambiguity of the word in common parlance. That will have to be explained, so I leave the floor to you for some time.

AdG
Thanks. But before going ahead with intuitive operating, I would like to be certain that I understand what you mean by your template concept. The word “template” puzzles me somewhat. It has no linguistic equivalent in other languages I know of; it is etymologically obscure, and the inherent metaphor—original meaning: a plate of timber—does not help me either. You introduce it as an equivalent of “schema,” a term well-known in cognitive psychology but in this book used mostly in the context of problem-solving, not in that of memory structure and functioning. You say it is a structure in LTM that can be “accessed” and where the accessor—who else?—may confuse recent perceptual entries (of slots) with earlier encoded ones. That reads like a special registration room in the LTM’s department of chess. The description of contents then suggests that it is basically a list of possible characteristics of chess positions, with a number of logical inter-relations between values in different slots.



Supposing that the latter interpretation is correct, I conclude that using such a template in the model does not solve the problem of integrating heterogeneous intakes but does concretize and facilitate it—possibly by intuitive operating. Am I right?

FG
It does solve it in the sense that heterogeneous intakes are placed into a single (complex) data structure. One could, however, give a stronger interpretation to “integrating”: representing in a single format. With this interpretation, templates do not reach integration, because information is represented in different ways, with potential conflicts. For example, to take again my example of the Sicilian defense, variation Scheveningen, Black may just have pushed his Pawn from d6 to d5. Then the information of the type of opening may clash with information on chunks. We have not worked out in detail how to update information in the template in such a situation, and which types of conflict-resolution rules ought to be applied. Note, however, that in their deliberation on the choice of a move, it is unlikely that chess masters use a single knowledge format to reach their conclusions. They rather seem to switch their attention between different aspects of the position, using different representations: visual or verbal; concrete or abstract.

AdG
Intuition. To begin with, emphatically, I do not contrast intuition and rational reasoning, as some philosophers do. Intuitive operating, as I define it, is a highly frequent phenomenon. As a way of proceeding—that is, literally, a “method”—it can be shown to be used naturally and/or chosen deliberately: in decision making, problem-solving, and inventing, whether in matters of personal life, in social or work contacts, or in reasoning on objective issues. It is inherent in creative thinking, frequent in scientific thought, and in all sorts of choosing and inventing in daily life as well. In chess thinking, conceived as a subdomain of rational choice, intuitive operating must be distinguished from, but not opposed to, calculation. In the documented phenomenon of “intuitive completion,” that is, completing a not yet fully decisive calculational argument in favor of a particular move by intuitive considerations, the two methods merge. To some extent, the rational choice model of dealing with various preferences can be said to apply as well to intuitive completion, but in that case based on ill-defined argumentative factors and/or weights. In our mini-problem-solving procedures of position recall intuitive operating is also demonstrable.

FG
Could you describe the general phenomenon in some more detail?

AdG
One characteristic is this combining—we do not know how—of disparate inputs, including knowledge and experience from memory, perceptions, recently detected relations, et cetera. In cases of personal choice this goes along with emotional preferences and sentiments.



Another characteristic is that intuitions are always anticipatory. We know that from daily life: the conclusion, the prediction, the mental product is there before the argumentation has been completed. If such an argumentation is feasible at all, then the intuitive result is a precursor—as in the example of a mathematician who feels that a certain theorem is right, and perhaps even publishes it, before he has elaborated its proof. If such a proof is impossible, as is often the case in chess playing—either by lack of time during the game or because the problem of which move is the best is too complex to be solved even in analysis—intuitive processing is part of a decision method. The player reasons as far as he can, then, being forced to play, he makes his argument decisive (he makes “a whole” of it) by an intuitive completion, that is, by certain predictive hunches about risks and possible advantages.

FG
It seems to me that intuitions are not always anticipatory. For example, to take your example, a mathematician, after having carried out a proof, may feel that he has made a mistake, without knowing exactly where. Or a chess player may have the gut feeling of having blundered just after having carried out his move.

AdG
But that is predictive, namely, of what will be found later, by analysis!



Actual predictions of future events or developments form another category of using intuition. The fact that an expert is assumed to be a better forecaster than a lay person is based not only on his superior explicit knowledge, but also on his “tacit knowing,” as it has been called, due to the extensive experience on which intuitive skill rests. This is why in the world of managers “intuition” has become a household word—interpreted and evaluated variously, it must be added with regret, as ranging from haloing it to categorically rejecting it.



The latter remark argues for a clarifying definition of intuition; but not against its importance. To the contrary, we are all managers of our own life, making decisions based on expectations of non-calculable benefits and risks. Intuitive skill in foreseeing what one can and cannot “manage,” based on experience with oneself and with one’s environmental possibilities, can be crucial, as we know.

FG
But how to define “intuition” so as to distinguish it clearly from other current conceptions of the term, and from other terms carrying a similar meaning?

AdG
Since “intuition” been introduced primarily as a way of mental operating—a qualification of an activity—the task of defining it appears to be solved best by setting rules for the use of the adjective “intuitive.” But then we also have to consider (the nature of) the mental product and possibly the resulting behavior, and in addition, the method and the skill in using it—all of which can be labeled as “intuitive.” I shall not work this out in detail.



But three distinctive criteria—postulates to be fulfilled and meant to avoid confusion with other conceptions—must be mentioned.



1. The term “intuitive operating” implies that the person in question is using a cognitive method that makes sense, rationally; although far from infallible, it is in general, per domain and per person using it, objectively effective—at least minimally better than chance.



2. The strength of a person’s “intuitive skill” in a domain is based and depends largely on that person’s experience in that domain—not counted in quantity of practice solely but considered as what has been learned by that person beyond explicit knowledge.



3. The argumentative basis of a product of intuitive processing—conclusion, anticipation, interpretation, idea, conception, including possibly ensuing intuitive action, mental and/or behavioral—is only partially retrievable, even if the person in question is submitted to immediate retrospection and subsequent interrogation.

FG
Can I interrupt you here with a question? I understand that criteria 1 and 2 exclude conceptions that place intuition outside of the realm of rationality—either by hallowing it as superior to reason or denying any rational value to it (criterion 1) or by supposing that intuition is in no way learned but comes out of the blue, the skill being a gift to a happy few (criterion 2). No problem so far. But criterion 3 is a rather strange one, given the emphasis you give to subjects’ self-reports. That would make it an uninteresting research area for psychologists using retrospective protocols: we shall never know precisely how it works; why try then? Please clarify this before you go on.

AdG
It appears that my phrasing of criterion 3 is easily misunderstood. I may have to reformulate it, but not now. Let me explain what I mean.



What I define is the use of a word for a phenomenon. The three criteria should enable interested persons to distinguish and to select cases which can be adequately labeled “intuitive.”



One condition is that what the person “does,” mentally or behaviorally, can be judged on some achievement scale, and that a person’s doing a certain category of things can qualify only if his achievement is better than chance (criterion 1). Furthermore, this achievement is assumed by definition to be based demonstrably on experience (2). But then, the cognitive context being ensured, it must be possible to exclude other interpretations of the subject’s achievement. At this point a clear-cut, down-to-earth phenomenal characteristic helps us out. A person who claims to have done something “intuitively,” tells us two things. First, that he thinks, and hopes, to have done the “right” thing (or, possibly fears to have done the “wrong” thing)—either objectively, or according to his personal value system (as, for instance, in social judgment and creative activity). Second, he tells that he cannot produce a closely reasoned argument for what he did (mentally or behaviorally). So far, the phenomenon as viewed by the subject.



However, his supposition that he had no rational argument may be wrong—just as in the highly common, opposite case where people think they have one but don’t. This is a serious problem because of the strong emotional loading of the ambiguous attribute “intuitive”: some people love, others hate, to be known as operating “intuitively.” For this reason, I decided to include this more stringent selection criterion: “even if the person is submitted to immediate retrospection and subsequent interrogation.” It is meant mainly to be reverted to in cases of doubt, or in experimental settings. If a subject, by reconsidering retrospectively his act (mental or behavioral, again), realizes for instance that “in the back of his mind” he did have decisive evidence, logical or empirical, or realizes that he did follow a (well-defined) mental habit or rule regarding (well-defined!) “problems such as this,” then that act was not intuitive. The latter case will be rare, for that matter, since most rules of decision-making are ill-defined and apply with “intuitive completion” ad hoc.



The idea was, and is, that after a positive outcome of this diagnosis, if actually used, new questions can be raised and analyzed, retrospectively or otherwise: How does intuitive operating work, in this and in other “legitimized” cases? What are the limits, the conditions, the possibilities? What did the subject have in his mind: rules of thumb, anticipations, vague probabilities? He may report that it was only happy-go-lucky guessing: trust to pure luck—another instance of non-intuitive operating. There is no reason to assume, however, that the subject’s retrospective information would be exhausted after having answered the closely reasoned–argument question.



Rephrasing your last words: Whether we shall ever know how intuition works is an open question—as are many others. Trying it is a fascinating research area.

FG
Even so, isn’t lurking in your definition the danger that intuitive operating is something we cannot explain fully—else it would not be intuitive—by any scientific approach, be it by retrospective reports, experimental techniques, computer simulations, etc? Doesn’t this place intuition outside the domain of science? Is then intuition a metaphysical term? Knowing your Popperian bent, I doubt that this is the case.

AdG
That conclusion does not follow from what I said. Pointing to present ignorance does not imply forecasting eternal insolubility. The three criteria provide a descriptive, theoretical, and in a sense operational definition that answers this question: how can I distinguish authentic cases of this phenomenon? By answering this question a problem area is also defined; and this area, like any other, is expected to be narrowed down by scientific research—in the long run perhaps down to disappearing, the problem being solved.



I realize that employing “ignorance” as a criterion is unusual. But apart from its being a constitutive property of the general notion of “intuition,” I feel that emphasizing how little we know about how the human mind works, along with pointing to one’s own area—not that of others!—where this is evident, is a good idea in its own right. It should challenge “real researchers” rather than discourage them to enter such an area—a subspecies I hope is not extinct yet.



As regards intuition, there is a tendency to “explain it away,” in particular among computer chess scientists. You know the general format—“Intuition is nothing but . . .”, implying that computerizing intuition would be an easy job or, worse, that the whole concept is not worth being studied. I resent such denials of the relevance of a psychological problem by non-psychologists.



In any case, I maintain my three criteria—possibly with a somewhat less provocative criterion 3! I hope to convince others of the importance of studying this “black hole” in our psychological universe. Intuition cannot be explained away, not even by the widest possible definition of “recognition” —a remark you will like to comment on. I consider intuitive operating as a fascinating but neglected subject of psychological study, and intuitive skill as a basic, human cognitive ability we all have and use daily. Being based on accumulated experience, “intuitive skill” as a variable (trait) had better be defined primarily per domain of human activity and of special expertise in particular. But also general personality traits are worth being distinguished and studied; of two types: intuitive bent and intuitive talent.



This is a strong statement of my position to end with—inviting you to (dis)agree where you choose to do so.

FG
This defense of intuition as a basic, cognitive way of operating raises many more questions than I can pose here.



First, a few points of agreement. As I said already, I like your criterion 1, in particular its fallibility clause. In clinical domains, experts’ predictions have been shown to be wrong very often and even inferior to simple statistical tools, such as univariate regression analysis. This has been documented broadly, from Paul Meehl’s study in the early fifties on. Chess is an entirely different field of learning, due to its clear-cut outcome criteria and short-term feedback cycles—most wrong moves and ideas can be punished immediately, whereas clinicians may have to wait months if not years before their predictions can be tested—but even so, grandmasters commit many errors. In our day, this has been shown in simple endgames (e.g., King and Queen vs. King and Rook), where their performance can be compared to optimal play produced by using computerized databases. No halo for intuition, therefore.



In criterion 2, I appreciate the warning that intuitive skill—and expertise generally—should not be expected to depend on, let alone be defined as, experience measured in terms of amount of sheer practice. This is another point that is often forgotten in studies where subjects are categorized into experts and non-experts.



Second, a few points of disagreement. I am more inclined than you are to believe in studying intuition experimentally. For example, variables supposed to play a role in intuition—difficulty of the task; fuzziness of the problem at hand; similarity to previous cases, etc.—may be manipulated experimentally. Also, intuitive “miscarriages” can give us useful information about the intuitive process. In addition, I believe that computer simulations can be very useful in studying this domain. We will probably come back to this point later.



Also, I think that the role of evaluation of intuitions should be given more importance in your framework. I submit that part of expertise is to know when to reject one’s intuitions.



Related to the chess recall experiment, I side with Herbert Simon: intuition is mainly explained by pattern recognition. Though I agree with you that intuition is not only pattern recognition—there is also a productive aspect in intuition—, it seems to me that there is just not enough time in five seconds for such productive processes to take place.

AdG
Except for the recognition issue, my reactions can be brief. I do not deny that “hard” experimental studies can shed some light even on intuitive processes, but I maintain that including “soft” retrospection in the set-up is certain to substantially increase the yield. My expectations of this enrichment may be higher than yours, but this is not a basic disagreement. The question of studying intuition by means of computer simulation is likely to prove more controversial—but this is postponed; OK. Your subsequent hints are sensible and useful: no disagreement.



But then recognition. The quotation from Simon—“intuition is mainly explained by pattern recognition”—raises in my mind a number of questions about the meaning of words as used by him: “intuition,” “(pattern) recognition,” and “explaining” in the first place.  According to my theoretical conception and terminology I would not use the verb “explain,” but substitute Simon’s dictum by: “In intuitive processing recognition often plays an important part.” And then I would add: “Whenever in the mind of a person the “pattern recognized” is incompletely defined–not a concrete chunk but a type of structure or relation to be discovered or (re-)construed in a new, complex situation, — “recognizing” it involves elements of, mostly intuitive, decision making.” In other words: an important category of “recognitive” processes cannot be “explained” without assuming “intuitive operating.”



The underlying standpoint–and terminology–can be summarized in a few sentences. I consider the mental process of our subjects as one of problem-solving, actively steered by the subject. This applies to intuitive operating as well as to the subject’s explicit, conscious, reportable steering and reasoning. In this intuitive operating, recognition of patterns, from whatever store in memory and regardless whether it is automatized or not, is used massively. It is part of it. It provides the reproductive basis on which the person is enabled to practice the art of productive thinking: problem-solving and decision-making in general, and the productive art of intuitive decision-making in particular.



In this conception, intuitive anticipating, predicting, and other ways of drawing conclusions regarding the recognized spatial pattern cannot be subsumed fully under recognition. “Understanding” is a more ambiguous case, depending on what is understood. But this holds for “recognition” itself as well, when used in a different sense. For instance: “recognizing” (“seeing”!) that a certain position can be considered to be of a certain type—“type” being a fuzzy concept used “flexibly”—can be a productive intuitive activity. It can also be a consciously made, reasoned decision or interpretation that in the process functions as a preliminary hypothesis. In the protocols we have a number of cases where such a hypothesis is replaced by another one, for instance: “I first thought that it was a King’s Indian defense, but later I thought it is likely to be a Spanish.” Note that the subject has “thought” and remains uncertain; both typifyings are intuitively completed. This is productive thinking, not reproductive recognition automatism at work.

FG
Again, I don’t see any problem with the idea of productive problem-solving, some of it through intuitive processes. However, I’d like to discuss three aspects in your framework which I find, as yet, wanting.



First, the relative role of recognitive and productive intuition. In this respect, I believe that recognition has by far the upper hand. I would even go as far as to say that, in playing chess, weak players do more creative problem-solving than strong players! My feeling is that weak players, if they could be given the recognition potential of masters, would achieve equally well in the recall task (and maybe in a chess game) but that they would not improve much, if they could be given the non-recognitive, or weak, problem-solving methods of masters. Which is to say that the strategies to manipulate information in working memory—a subset of what is commonly called the “weak methods”—are similar for both categories (and probably not very different from those of experts in other domains). The critical difference between experts and non-experts is the methods related to a specific domain, the so-called “strong” methods. In the case of chess, these strong methods are close, I think, to what you grouped under system of reproductively available methods, in “Thought and choice in chess.”



Of course, a key question is what qualifies as a weak or strong method. This brings me to the second question: the relation between operations and recognition. Note that I subsume automatized procedures under recognition; once the (mostly perceptual) conditions of the procedure are recognized, the procedure applies, without much searching or decision-making. How to categorize highly automatized procedures seems to be a stumbling block between us. You seem to place them within problem-solving, while I would rather classify them as memory/recognition. There is definitely a fuzzy zone here, and part of our disagreement may come from it.

AdG
With that last statement I agree fully. To some extent we speak two different languages, both of which are lacking in precision. The notion of “recognition” is only one case in point. You distinguish and oppose operations and recognition. In my view—i.e., theoretical conception, and terminology—this can be done only if “recognition” is assumed to mean “automatized pattern recognition,” and if “operations” is used only for conscious, non-automatized ones. I do not define “operations” and “recognition” in this way. Like “encoding” and “retrieving,” but also like “seeing,” “understanding,” “combining,” “integrating,” et cetera, to me “recognizing,” whether active or reactive, productive or reproductive, is in any case an “operation.” The person does it, mentally, applying a way of proceeding (i.e., a “method”), in the general framework of a problem-solving task he has decided consciously to carry out. Such an operation, named by its function, may be executed in different ways, ranging from (quasi-)effortless automatisms to conscious, serious problem-solving.

FG
I agree that recognition is a mental operation. I should have been more precise in my formulation. My question was about the relation between (non recognitive) operations and recognition.
AdG
In my terminology—which I try to use consistently—your questions refer to automatized versus non-automatized operations, that is, to their respective contents, their relations, and their relative proportion. Assuming that this corresponds roughly with what you mean, I endorse your view that the automatized operations—among which chess-specific pattern-recognizing ones are prominent—have the upper hand, quantitatively. I also endorse your statement that the difference between masters and non-masters is located mainly there. This, however, was already the message of “Thought and Choice in Chess”; the immediately available, chess-specific, reproductive routines of the master’s system of “knowledge and experience” constitute a much stronger factor in explaining his superior achievement than his advantage in calculational and other reasoning. There is no difference of opinion here. But this does not justify in any way the statement that intuition would be “explained” by recognition.



What remains as a new point is the emphasis on (pattern) recognition. I appreciate that, albeit primarily as a hint to study the question of how it works psychologically—a question that to my knowledge is far from being answered convincingly. In such a study, retrospective protocols like ours could be helpful. With their heterogeneous intakes to be combined, their many uncertainties to be solved, and their reported (largely intuitive) reasoning, they document elements of non-automatized recognition.



Again, what remains of our differences of opinion seems to be largely due to differences in terminology. On these, agreement could be reached only in an intense discussion of theoretical principles and ensuing pros and cons of different ways of defining basic concepts. This cannot be done here and now. Therefore, I propose for the time being to leave these conceptualization issues open. I apologize for having delayed the presentation of your third point of critique.

FG
Well, OK . . . for the time being. My third point concerns the time course of intuitive processes. Can the processes you propose for intuitive problem-solving occur with tasks of very short duration, as in our five-second presentation of position, or even shorter tasks, say one second? Isn’t there some minimum amount of time for problem-solving processes, for decision-making? Empirical data show that relatively few states of a problem can be visited in one minute (maybe ten). This finding, based on chronometric data, would imply that little room is left for productive thinking during the five-second presentation of a position. In my reading of the retrospective protocols of chapter 7, there are little examples of productive thinking, and a lot of examples of reproductive thinking. And most of the examples of productive thinking clearly occur during the reconstruction phase, which may last several minutes.



I argue that in short-duration tasks, weak players and masters use roughly the same weak methods, and that few of these methods can be applied when time is limited to a few seconds.

AdG
Here we hit upon a real disagreement—in addition to a prolongation of terminological problems. According to my analyses of protocols there are quite a few examples of productive thinking during the five seconds’ processes; for instance, in the protocol M2-18, presented at the end of Chapter 4, but also in M3-B, analyzed in Chapter 7. But then, what is “reasoning,” what is “productive thought”? Our different definitions hamper mutual understanding. This obstacle also obscures the meaning of the empirical data you mention: What is “the state of the problem”? I can subscribe to the idea that productive operations can have occurred only if the “state of the problem” has changed; but in my terminology—based on Selzian theory—every completed “operation” does change the “state of the problem.”

FG
Part of the disagreement may be easily resolved. Using Newell and Simon’s terminology, I was referring to states in the basic problem space—the space that comes from an analysis of the task environment. In our case, this is the tree of possible chess positions. You were referring to mental states. Obviously, one cannot equate the two types of states. Most probably, many mental operations are needed to go from an internal representation of one state of the basic space to the representation of another state, whereas only one operation (a move) is needed in the basic space. My point was that even in one minute, relatively few states of the basic space could be visited, probably due to the time needed to apply the many cognitive operations needed. Thus, considering that during the five-second presentation of a position, a large part (I think) of the attention has to be directed to perceiving and encoding the position, my conclusion was that there seems to be little room left for productive operations.

AdG
In your conceptualization, there are dichotomies which I don’t have and actually reject, because they obscure mixed, in-between cases. I am not familiar with the precise meaning of what you call “weak” versus “strong” methods, except that it is again a dichotomy akin to your distinction between “recognition” and non-recognitive “operations.”



I define “productive thinking,” or rather “productive processing”—with an element of reasoning in it—by the criterion that in a new situation minimally a new conclusion is drawn or a new decision is taken. This can happen very well in a largely automatized operation, and it is an extensive category.



For an example, let me quote Jan Timman. In a recent forum discussion (November 1994) on intuition in chess and in management at the Max Euwe Centrum in Amsterdam, he produced this beautiful sentence:



“The pondering of a chessplayer consists of valuations interconnected by calculations.”



I use “valuations” (Dutch: taxaties) because “evaluations” has come to have a restricted meaning in chess language. What is “valuating”? It is making a (new) decision, or drawing a (new) conclusion in a new situation of uncertainty, regarding the value of something. That “something” may be a position as a whole, a part of it, but also a risk, a schema, some anticipation of hypothesis on the adequacy of a schema, or the dependability of a recognition. Such valuations are demonstrably indispensable in cognitive processes; and they are productive mini-operations, in my conception. Even if processing is routine, its outcome is a new product. The argument that the methods used in the operation are completely routine, evoked and applied automatically, does not refute this conclusion. A “method”—another term used differently, I suppose—is not only a method if the subject reports to have used it or to have pondered about it. Since Selz we are aware that all productive (including) creative thought, and that of experts in particular, rests largely on automatized methods, but it remains thinking!



In sum, our real disagreement is one of theoretical terminology. I reject your dichotomies, and the subsumption of “mini-ratiocination” under recognition in particular.



Back to intuition and the time scale. I reject your argument because I do not subsume intuitive operating under your definition of reasoning. Evidently, these mini-operations, such as those of valuations, require very little time; and they cannot but be carried out intuitively. Interestingly, one of the conclusions with which all participants of this forum discussion at Amsterdam agreed was that using one’s intuition in chess playing is particularly necessary under high time pressure!

FG
I take the high-time-pressure argument as evidence for recognition processes! I am afraid we won’t reach an agreement about these matters. I propose to change our topic. Let us go to computer programming. To begin with, am I right that in your opinion intuition belongs to “what computers can’t do”?

AdG
I did assert that, in an attempt at undoing the common, frustrating course of most discussions on that quasi-philosophical question by providing it with one down-to-earth answer. If a programmer has no idea of how a claimed human capability functions, he cannot program it. In the case of intuition, even the person using it does not know how it works. Supposing that psychologists cannot explain it either, we can say: The answer to the question “what computers can’t do” is simple—“intuitive processing.” I assume that you want to at least qualify this answer.



Could you defend the thesis that certain elements of intuitive operating can be said to be simulated, respectively, in (a) current chess-playing programs; (b) precursors of your new perceptual-mnemonic program; (c) that program, CHREST, itself? One could consider elements such as working with fuzzy concepts, understanding, anticipations directing the subsequent search, holistic combining of heterogeneous information; possibly also—in CHREST—learning by experience. If the yield is low, no harm is done; we know that simulating perceptual and memory processes is much more difficult than simulating abstract problem-solving. It is interesting to see whether we agree.

FG
I find your criterion—that a human capability can be computer-simulated only if it is known how it works—overly restrictive. In most fields using computer simulations (physics, biology, psychology, etc.) simulations are used as a way of testing theories, i.e., as a research tool—implying that the “true” processes are not known. I do not see why there should be an exception for testing theories on intuition. But as you mentioned, there is some latitude for softening your assertion.



Do current chess programs simulate human intuition? I would say no—it’s just not their goal. But paradoxically, I think that some current programs do have intuition. I think in particular of programs that, like Deep Thought (now Deep Blue), have an evaluation function whose parameters are tuned by replaying grandmaster games and by analyzing their own games. I claim that such an evaluation meets your three criteria (if it is agreed that “person” may be replaced by “program”). First there is a rational method, as defined in the algorithm, and it is sometime fallible. Second, it depends on the experience of the domain (“study” of games, played either by grandmasters or by the computer itself). Third, taken at its extreme, the argumentative basis of the program’s decision is only partially retrievable—only the final values of the parameters are stored, and the history of the parameter-tuning process is not stored explicitly. Do I miss something in your definition of intuition?

AdG
No! But the definition describes the phenomenon. It does not understand the process either.

FG
Let’s go back to human intuition. I believe that CHREST, as its precursor MAPP, simulates some aspects of human intuition—its recognitive component. On this ground, I share Herb Simon’s view. The following aspects of your criteria are met: (a) implicit representation of acquired knowledge; (b) fallibility (some pieces may be erroneously placed). Fallibility comes from the fact that some fuzziness is captured in CHREST; some discriminations lead to internal images that are different, sometime not compatible with the external object. This may produce both errors or serendipitous replacements. And finally (c) the processes leading to recognition are only in part retrievable. The EPAM theory behind MAPP and CHREST is that the tests used for discrimination are not accessible to consciousness. The template concept, which is currently implemented in CHREST, allows, in addition, the “holistic” combining of disparate perceptual elements.



There are obviously some aspects of intuition, principally what you call the productive aspects, which are still outside the scope of CHREST. The use of a production system architecture may offer an explanation for these productive aspects. The basic idea is the following: the outputs of recognition acts are placed into STM and play henceforth—possibly in conjunction with other chunks in STM—the role of condition for future productions. Thus, we have a problem-solving process, not only an act of recognition, although recognition still plays an important role at each step of the process. Because noise is inherent in the type of discrimination net used by CHREST, noise during recognition should propagate to other levels of problem-solving. But I’m not sure you will accept this explanation of intuition.

AdG
What you have mentioned is quite something, and I agree that noise in the system also plays a part. But even if “recognition” is interpreted in the broad, ambiguous meaning I just objected to, I find this list of no more than two (names of) cognitive methods still rather meager. It does not suffice to explain the course of a human, high level, consciously steered process of problem-solving—even our short one. I claim that we have found many more intuitive productive methods of problem-solving. Dynamic analysis, as a sub-method of understanding a position, is one strong example—with two subcategories: looking forward, for possible moves, threats, strategic possibilities; and retrograde analysis, aimed at understanding how the position came about. Another method is: typifying a position, not as a recognition automatism but as a working hypothesis to be filled in or rejected for another one. Furthermore: differentiation in coding, weakly, down to non-coding what is deemed normal, intensely for what is deviant and interesting from a chess point of view. Various forms of—not always but often—fuzzy, intuitive operating such as anticipations and valuations are absent. Moreover, steering the process also included (intuitive) management and sequence of various cognitive activities within the restricted time.



Let us not misunderstand each other. I agree that for a chessmaster the process is largely one of routine. The highly diverse adjustments to the particular case we found in the protocols are all due to the application of methods the M-subjects had in their repertoire. But my point is that this repertoire is an extensive, rich system of different methods of problem-solving, not just two—recognition and pattern-matching. These methods cannot be subsumed under either recognition or pattern-matching. Nor can they be denied any value by subsuming them under error.



Now all depends on what you mean by saying that you “believe” in this model. If this is meant to assert that it would be a good approximation to simulating the human process, then I say that the retrospection protocols speak against your model. They refute it, in advance. In this case the validity of the simulation could be defended only by a behaviorist attitude: what people say about their own processes is of no value. In view of all your fine, analytic work with protocol statements, I cannot believe, however, that we would have to agree to disagree that radically.



The alternative is that you believe that it is interesting and scientifically instructive to see how far one gets with such comparatively simple suppositions. Then we are much nearer to one another.

FG
I think it is possible for me to agree with your alternative view of computer simulation and at the same time to defend a strong stance about what computer simulations bring us in psychology. Our main disagreement is in how far we can get with simple assumptions. I’m more optimistic—an optimism I have gained from my stay at Carnegie Mellon—than you that parsimonious theories, translatable into computer programs, can account for much of human behavior.



I think it is critical to understand how the methods are accessed rapidly, “intuitively.” Recognition mechanisms as proposed by CHREST seem to be able to fulfill this task. Now, even if we agree about this, there still is the question of productive methods. Would you agree that recognition and pattern-matching form the building blocks of most other (intuitive) methods of problem-solving? Or do you think that this explanation is too reductive?

AdG
I would have to think about that; I don’t know.

FG
Your statement that retrospective protocols refute the model is true if the claim is that the model explains the whole of chess memory, but it is exaggerated if we agree that the model simulates only some aspects of human behavior. First, many protocol statements just are outside the scope of the model: statements about problem-solving, about reasoning, etc. Second, it should not be forgotten that some of the subjects’ statements in the protocols do not reflect the behavioral process; for example, subjects often mention, erroneously, having fixated the salient pieces early on, while the EM-data show that it is not the case. This observation does not dismiss retrospective protocol data as a whole, but it does diminishes their potential of refuting theories.

AdG
OK. Good arguments. But then there is the crucial question of the extent to which the program—any program built upon the model, including CHREST and potential successors of it—is able to approximate the achievement level of Masters, or ideally to match these.



As regards CHREST, I understand that you have made high achievement in position reproduction more rather than less difficult by equipping the program with your subprogram in learning to recognize frequent patterns, called chunks. But that is, in my opinion, one of the most interesting features in it, an innovation with which the strategy of seeing how far one can get with it is perfectly justified.



But let me leave that justification to you, and return to the criterion of achievement in recalling chess positions. Suppose that it will be possible to make a program without any real chess understanding that matches the Masters’ achievement. Then you certainly have something. But what? I would say not a simulated Master, but rather a simulation of that spy introduced at the end of Chapter 2. In that chapter, the variety of the space of all chess positions such as are produced in master games was found not to exceed 50 bits—meaning that it might be possible to train a lay person, without any initiation into the game of chess, to match the Masters’ level of achievement in recognizing and reproducing chess positions, after a training course aimed at just that, which is not prohibitively long. That would be interesting in its own right, among other things as a test of that 50 bits’ estimate. But it would not be valid as a proof that the Master’s memory would function in the same way. That question then would have to be revisited and analyzed in its own right.



I have said now more than enough to ask you for an exposé of your position. In doing so, you could perhaps also answer the following question.



Your program introduces a certain amount of chess knowledge, namely statistical information concerning the frequency of elementary chunks in an extensive data base of chess positions. Your program learns from these data how to construct, to perceive, and to reproduce chunks. My question is: do you consider the possibility of introducing other, possibly less superficial ways of exploiting chess knowledge from data bases in the training of your programmed “spy”? I raised that question at the end of Chapter 4.

FG
Master recall of chess positions can probably be attained by developing coding strategies based on the frequencies of locations, as you propose with your spy, or other mnemonics. This has not been done up to now. Obviously, my interest is not in this type of approach but in providing a theory that makes sense not only in memory tasks but also in problem-solving settings. After all, it’s what chess is all about. With Peter Jansen, we have shown that, in principle, a program could select moves on the basis of an association between the type of patterns CHREST recognizes and the moves played given the presence of these patterns. This is evidence in favor of the psychological adequacy of the program, but, of course, it does not rule out alternative theories. A deficiency in the present version of the program is that its knowledge is based almost solely on frequency of locations, and does not incorporate higher-level knowledge, such as knowledge about openings, strategies, tactics, and so on. It should not be too hard to teach the program about opening theory—the same approach we use now, scanning game databases, could do it. In principle, the program could do the same to acquire knowledge about concepts and methods for strategies and tactics: analyzing numerous games, and letting the program combine primitives into more complex chunks of knowledge. Primitives for concepts could be, for instance, pin, double attack, weak pawn. For methods, we could use primitives such as add an attacker, occupy a line, etc. An example of a compound chunk of knowledge could be: when facing a weak, pinned pawn, try to add an attacker and occupy an adjacent open line with a Rook.



In this case, problem-solving capabilities had better be added to the program, at least in order to allow it to analyze games. The feasibility of such an enterprise is a strong test of the validity of the approach I have followed these last years. In particular, it will tell us “how far” this approach is valid for simulating the problem-solving part of chess—not only the perception and memory aspects, as it is the case in the present implementation of the program.

AdG
I understand. The points and possibilities you have forwarded are highly interesting. But let us now extend our perspective somewhat more generally into the future: which kinds of research do we consider most needed? Perhaps quite generally in order to increase our knowledge of cognitive processes, or in particular in the study of expertise, and/or in chess research: what would be the best possible follow-up strategy? If you do not want to raise other points, I propose to round this discussion off with this theme—exposing and comparing our views of the future.



Who is to begin with that future? Having taken in your account of the merits of CHREST, I am curious about your ideas in its follow-up, and further perspective. May I invite you to begin?

FG 
Let’s focus on the study of expertise, a field of psychology that has attracted much attention recently. Many different approaches have been proposed and followed. As for me, I champion studying experts in a complex domain from many different perspectives and in depth. This method of attack is not new, of course, and has been proposed, among others, by Allen Newell in the seventies, in his famous “Twenty questions” paper. The reasoning behind it is that the constraints coming from several points of analysis, for example perception, memory, problem-solving, will reduce the number of free variables in the model. For example, knowing that short-term memory is limited, one can rule out look-ahead procedures that rely heavily on short-term memory capacity, such as alpha-beta search. Given my involvement with CHREST, it is not surprising that I also believe that there should be a precise psychological model—if possible, a computer model—of the experts at the task in question. Of course, this approach to studying expertise is not limited to the domain of chess; any domain could do, though domains where a lot of empirical data are available are easier to tackle.



The best idea would be to study a domain of expertise not only from the point of view of cognition, but also from emotional and social perspectives. Unfortunately, we do not know much about these questions as far as chess research is concerned.



Experimental data are important, but one should not forget about what is going on in real life. The danger with experiments is that researchers sometimes tend to focus on questions easily answered by experiments, even if these questions are irrelevant theoretically. Keeping an eye on real life also forces us to consider qualitative data, non only quantitative data—current experimental psychology uses almost exclusively the latter. In this respect, it is telling that, from the 463 pages of “Thought and Choice in Chess” the most commonly—I almost said “only”—cited pages are the ones that report quantitative data: 16 or so on the statistics of problem-solving protocols, and 14 on the recall of chess positions. The detailed, qualitative analyses have received, in general, very little attention.



 In addition, it is important to understand well the task environment if one wants to understand experts’ psychology. The exploration of the mgl-space in Chapter 2 clarified the level of difficulty associated with the recall of a chess position. I believe that more studies are needed in this direction. Given the availability of computers and of rich game databases at almost all levels of skill, there is now the possibility of investigating the chess environment in detail. Another way of studying the difficulty of the domain of chess is to pit human players against endgame databases, which can play optimally. The distance between human and optimal play can thus be computed on several variables, such as the number of moves needed to win, the number of lost opportunities of winning or drawing, and so on... I expect much from these two lines of research.



Finally, the respective roles of declarative and procedural knowledge constitute an important line of research—this was the subject of my thesis proposal, before I turned my attention to questions related more directly to memory storage.



One possible avenue is to elicit knowledge from experts and to compute the ratio of declarative to procedural knowledge. A related approach, proposed by Neil Charness, I think, during the 1990 Helsinki conference on chess skill, is to build up a program with this expert knowledge and to vary the proportion of declarative and procedural knowledge. The performance obtained with the various proportions can be then compared with the ones of experts, for example on a set of positions including combinations, endgames, and positional judgments. As a first estimate, one could use a relatively simple domain, such as the endgame King+Rook+Pawn vs. King+Rook, where one can expect experts to provide a large amount of knowledge. Obviously, such research is bound to non-trivial methodological problems, one being that, as our earlier discussion about productive methods has shown, there is a fuzzy boundary between these two types of knowledge.



A related question is: how much of a skill can be explained with non-intuitive capacities—e.g., declarative knowledge (including methods that can be verbalized). While I agree that masters possess a lot of procedural or intuitive knowledge, the quantity of their declarative knowledge should not be underestimated. They know a lot about opening lines, about tactical and strategic maneuvers; they can replay entire games, discuss chess history or argue about tournament results. For example, it was not uncommon in our memory experiments to have grandmasters or masters recognize the exact game from which the position was taken, although we were careful to select relatively obscure games as experimental stimuli. Of course, the importance of investigating the respective functions of declarative knowledge and procedural knowledge is not restricted to chess. The subject is worth being studied in other domains as well.



Here are then, in brief, some of my views of the future of research on expertise in general, and chess expertise in particular. Your turn now to reflect on the future of the field. I know you have a few general points on your mind, if not “axes to grind.”

AdG
I did not know about that early, and present, interest of yours in the roles of declarative and procedural knowledge. I share that interest, in particular as a theoretical and an empirical-comparative research issue. When you start something, I hope to hear from you.



On the desirable future of the field I shall have to tell quite a story but try to be brief.



To begin with, I am not very happy about the way in which cognitive psychological research in general has developed over the last few decades. My impression of the state of the art of studying cognitive-mental life is that it suffers from a certain overall poverty—a few splendid studies excepted, of course. I cannot go into details of particular examples, but I can mention a few tendencies that in my view restrict and impoverish the space of contemporary research, “tendencies,” that is, toward restrictive ideas, methodological rules, traditions, and fashions.



One of these is the continued taboo against introspection, and in general the tradition that subjects in experimental studies hardly ever are interrogated in depth about their own mental processing. In this respect the so-called cognitive revolution against behaviorism has not been sufficiently revolutionary.



Another, mainly American, tradition in scientific mainstream research—but such traditions spread over the world—is the heavy emphasis on producing experimental data, numerical data. You mention that already. Qualitative findings, and theories, are often disregarded or considered as verbiage, or as anecdotal evidence that does not count. This is the drawback of the strong, American, empirical bent—after having been historically refreshing. In chess research in particular, the bulk of contemporary studies is experimental. However, most of them address minor problems, without much concern in theory.



Paradoxically, there is also a strong emphasis on “theory,” but this had better be called an emphasis on model construction. The weakness of it—and this is a highly general shortcoming of post-war psychology—is that separate schools work with different theories or models that are not connectable with one another. Along with the obligation to experiment, this welcoming of “new theory” in this provincial sense often leads to claimed discoveries and theoretical innovations which produce “new knowledge” only in the sense that long known patterns of relationships are described in new terminologies.



Apart from specific causes, these shortcomings have to do with the idea that psychology should be a science like physics. In my view, this idea—that in the past, again, has had notable positive influences on psychological research—has also misled us, and is still misleading us, in two respects. First, it disregards the categorical difference between the two objects of study, the material world and that of human mental life. Second, our imitation of physics has remained incomplete and inconsequential. I refer to our lack of interest in developing generally accepted, well-defined basic concepts per domain. Physicists achieved this centuries ago and have maintained it to a large extent by the considerable effort of international normalization committees. In contrast, we tend to consider theories (or models) that introduce fresh terminologies in old research domains (without regard for overlappings in meaning) as welcome innovations. In fields such as thinking, memory, and intelligence our attitude often seems to be the more theories (and definitions of concept terms) the better. Or simply, in a naive belief in progress, new is better than old. This belief thus becomes a self-fulfilling prophecy, since repeated changes in terminology make old sources “old-fashioned,” if not unreadable. This whole mechanism clearly hampers real accumulation of knowledge.



I realize that this diatribe can be read as another complaint of an old man who feels he has known better times. Even so, a few possibly worthwhile recommendations on what is needed in future research derive from it.



First, re-introducing retrospection, and promoting other procedures by which the subjects of experiments in human cognition are enabled optimally to produce their reports: really first-hand information.



Second, getting rid of the more general methodological prejudice that poverty of meaning would not disqualify products of research if they are “hard,” whereas richness of meaning would not count in qualifying research products if they are “soft.” The latter lack of appreciation concerns descriptive products, but also analytic, interpretive, and theoretical reasoning of high quality, that nonetheless is rejected too often as verbiage.



Third, realizing that the existence of systems of generally agreed upon, reasonably defined basic concepts, if only a few, constitutes the hallmark of a real science as well as of a serious domain in the humanities. This is to say that in psychology, critical studies in concept analysis are badly needed (for instance of “recognition”). These studies should be aimed at agreement and followed up by international committee work on normalization. In my opinion, concerted metatheoretical action in this vein would even be more desirable than great projects of new research.



But this third point must be left for what it is, because continued research is our subject. Research on what? and by which means?



Getting back now to expertise studies, and to chess research in particular, the first of these two questions can be considered as answered by and large. Thereby we assume that it makes sense to continue trying to derive relevant knowledge, and more understanding, from experimenting on chess expertise: mastership.



In answering the second question, let us consider two interrelated choices. First, is it preferable to work in the vein of a direct study of cognitive mental life or in that of cognitive behavior? Second, is it preferable to capitalize mainly on retrospection or on computer simulation? My preferences are clear; I choose the first alternative, twice.



Let me begin with a somewhat idealistic argument. We all agree, I presume, that the fundamental or “pure” sciences and the humanities have the task, and the privilege, of studying the wonders of this world—including the horrors among them. There are categories of world wonders, on which I suppose we also agree. There is the material world, with physics as its prototypical investigator. There is the world of living beings, with biology; the world of human, social relationships with sociology as the prototype of its study; and there are the wonders of human cultural products, studies by the humanities. Where is psychology? Has it some wonder of its own, studies exclusively there? It has, namely, the wonder of human consciousness. It cannot be explained by any of the other wonders. Without it, no human language could exist, no typically human social relationships, let alone culture. No other basic human capabilities distinguish us as clearly from animals as does our consciousness, with language as its vehicle. Animals cannot, but we can tell what we want, feel, and think. In our day, we are considered as individually responsible for what we do; we all have one creative possibility, namely, to make something worthwhile of our life. And what have we done, psychologists, with this unique assignment? In caricature, we have denied it and called ourselves students of behavior because we wanted to be similar to physicists—although physics is not even a neighbor in any system of fields of learning. When we look at our history in this way, it is an absurd story.



Enough arguments. The upshot is simple. We should install again, within academic psychology, the study of consciousness; that is primarily what human persons can tell us about their own mental life. I know of course that this is done in many subfields of psychology, applied ones in particular. But as an underlying argument in favor of another style of cooperating with subjects in the academic study of human cognition, this plea appears to be needed. I hope its merits will be recognized—in the broad meaning of the word—and inspire to action.



These considerations do not only argue, again, for introspection, but also argue, again, for the problem-solving conception of our Masters’ processing that I have defended in the book. Viewed in this style the subject is presupposed to be “doing” things mentally. He steers the process consciously, he uses automatisms as available methods, not being governed—nor fully “explained”—by them. The subject’s expertise and his responsibility regarding his own processing is respected. In this sense the problem-solving conception is clearly indispensable for understanding the mental processing of subjects in experiments where they are assigned some cognitive task. And that is a very large category of experiments.



This should suffice as an underpinning of my preference regarding the first question. But this does not yet settle the second question.



Of course, I am not categorically against computer simulation. It has been shown to be a marvelous test of one’s pretension of knowing how some function works. This is its main virtue, I feel. Accordingly, simulations of rational choice and abstract problem-solving have been remarkably successful, great achievements really. But it makes an enormous difference which cognitive functions are taken up for computer simulations. In an older publication on our Amsterdam program, “Denken en Geheugen,” and on Jongman’s work in particular—originally a paper read at “Carnegie Tech” in 1965—I have listed four main human mental functions, ordered according to what is more typically human, as contrasted to animal. From low to high, the order is obvious: perception, memory, thought, creativity. But if the same series is to be ordered, from low to high, by difficulty of simulating these functions adequately in a computer program, it appears that the order had better be reversed. This applies in particular to expertise studies, where one criterion of adequacy, along with a convincing process similarity, consists of matching, or at least approaching, the experts’ top achievements.



In brief, my expectations of ultimate success of a computer simulation by the type of processing required by our position reproduction experiments are not high—lower than yours in any case. And even if the achievement criterion would be met, the question “did we simulate a chessmaster or some sort of spy?” would remain troublesome.



I am by no means criticizing what you have done and perhaps will act in the same vein in future work. What I want to say is only this. If I would have to choose between investing either in retrospection or in computer simulation for long-term gains in valuable scientific knowledge about largely perceptual-mnemonic expertise, in chess or elsewhere, I would invest in retrospection.

FG
Agreeing to disagree can be instructive . . . and fun.




